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• FLASH IO Benchmark can test either HDF5,
Parallel NetCDF or a direct Fortran write

• Uses same FLASH code IO used in production
runs

• This study:
–  HDF5 parallel library
–  Weak scaling, grow size of problem as processors

increase
–  Each processor writes out 9 double variables of a 96

cubed block plus some metadata
•  ~64MB per processor
•  Same problem size per processor as large FLASH BG/L

run

–  Variable data written as 4 dimensional datasets

The software used in this work was in part developed by the
DOE-supported ASC / Alliance Center for Astrophysical

Thermonuclear Flashes at the University of Chicago.
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FLASH IO HDF5 Benchmark Checkpoint Time
Weak Scaling Study (64MB/proc)
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